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1. Executive Summary

Certain forms of collaboration require more customised types of video conferencing.  This is particularly true where the participating sites consist of groups rather than one or two individuals. 

At present, there are two main technologies in use for this purpose:  Access Grid (AG) and Virtual Room Videoconferencing System (VRVS).   Access Grid is an amalgamation of technologies brought together to enable large conferences involving multiple sites, each with multiple participants, to usefully engage in visual and audio discussion. Sites can also share data.   AG uses IP Multicast to reduce traffic and a digital certificate based authentication/authorisation system.  Further, AG is designed to work with future Grid applications.  Although a ‘personal’ AG implementation is now available for single user mode, AG is most commonly used in a larger configuration which takes advantage of its unique features.  Conversely, VRVS is geared more towards user to user conferencing, with practically any laptop or PC with headphones and a webcam able to join or run a conference.  It is possible to scale up VRVS to be similar to AG’s ‘room’ based default setup, but there are no standards for setting up this facility.  VRVS offers cross platform support and can bridge to H.323, MCU and AG.

In its intended form, i.e. a room based setup, AG in an expensive solution requiring specific equipment. Not all multicast problems have been resolved as yet.  VRVS is a less expensive alternative but coming from a smaller original scale and without the close coupling with the Grid. Quality tends to be less than that of AG.

The University has 2 AG nodes currently operational.  It is recommended that these be maintained but there is no perceived need to add further nodes at this time. A server should be made available to offer the University’s own AG2 Virtual Venue. This server could also run a unicast-multicast bridge to enable non multicast capable sites to join AG sessions hosted by the University. 

VRVS requires little maintenance and has no significant networking issues. It therefore recommended as a solution for those looking for a basic conferencing system which will interface with the majority of Video Conferencing standards.

2. Recommendations:
The University of Glasgow has had experience with Access Grid almost from the outset, with our first main node going online in early 2002. The uptake of this facility has been slowly increasing, but at the time of writing, the need for a duplicate node(s) has not yet been realised. The SUPA Graduate Lectures due to start in September 2005 will utilise the NeSC Access Grid node, but after this session they will migrate to their own H.323 based system. The popularity of Access Grid will probably be a function of the presence of the Grid as a computational resource, so this is very much a technology of the future, yet we have a fully operational infrastructure at present which is slowly increasing awareness of this technology. Feedback on its capabilities is generally positive, with criticisms levelled more at the operation (e.g. cameras not aligned at remote site, people not speaking towards mics) rather than the technology. In the current infrastructure, Glasgow does not have its own AG2 Virtual Venue (AG1 provided venues for NeSC and Computing Services), so a server will be required to provide a University of Glasgow Venue without resorting to remote venues. One issue which will need to be resolved if this technology is to progress on campus is that of congestion control for multicast and multicast availability. One advised solution is to install a multicast-unicast bridge so non-multicast sites may join Glasgow meetings, and any multicast problems may be dealt with by switching to unicast mode (this is done on a node level now but will require to be campus level if more nodes come online). It is possible this bridge may be hosted on the planned Virtual Venue server.

VRVS is a useful bridging technology with relatively low maintenance. There are no significant network issues with this technology, and demand is not expected to become unmanageable. It is a recommended solution for people looking for a basic, flexible system that will interface with most VC standards worldwide.

3. Background:

Large research collaborations such as the LHC experiment at CERN demand a more tailored approach to video conferencing. The requirements of group-to-group collaborations may include more advanced features such as data sharing and manipulation, lecture presentations and direct access to remote resources for local display. Solutions will be generally of differing standards to the standard H.323 experience, and are driven by individual groups needs rather than a need to conform to the most widely used standard.

To meet these demands, there are several technologies which are intended to implement the above requirements, the main two being Access Grid and VRVS. 
4. Technologies:

Access Grid:
The Access Grid is an ensemble of resources, including multimedia large-format displays, presentation and interaction environments, plus interfaces to Grid middleware and visualization tools, used to support group-to-group collaborations across the Grid. It has been used for large-scale distributed meetings, collaborative work sessions, seminars, lectures, tutorials and training. The AG therefore differs from desktop-to-desktop tools that focus on individual communication. Institutions have one or more custom-built AG ‘nodes’ that contain high-spec video and audio technology designed to deliver a research environment conducive to the study of issues relating to collaborative work in distributed environments, including visualisation and data sharing. The AG is used at over 150 institutions worldwide, and is being developed by the Futures Laboratory at Argonne National Laboratory, USA.
AG nodes may be of two types, a ‘personal’ node (on a laptop or desktop machine) or a ‘room-based’ node. By far the most common node type is the room-based node, which comprises the following recommended hardware requirements:


3 LCD projectors (with 3 corresponding screens)


4 desktop PCs (display, audio, video, echo-cancellation)

3-4 cameras


3-4 high-end microphones


Gentner XP400 Echo Canceller 
The Audio PC will have one sound card per microphone, and the video PC will have one TV capture card per camera. The display machine runs the AG virtual venue software, and the echo-cancellation machine contains the Gentner configuration software – although this may be ported to one of the other machines as it is merely a tool for loading environment presets for the Gentner. The installation of a complete AG node in this way typically costs between £40-£60K. A ‘personal’ node (known as a Personal Interface to the Grid (PIG)) is available for single user sites. This will typically require a high-end laptop or PC as all the functionality must be performed by one machine, however the use of a headset eliminates the need for echo cancellation software.
AG meetings are held in a Virtual Venue which need not be local. The AG software consists of a Venue Client which connects to the Virtual Venue and gives details like the participants’ identity and any data sharing apps which are running, and a Node Service which feeds the audio and video to the Venue Client. The AG uses Globus certificates with GSI2.0 as a basis for authentication/authorisation and could be extended to provide secure channels across the network. AG relies on IP Multicast, which reduces traffic by simultaneously delivering data to many points on the network. This network is not ubiquitous and has major implications on network resources. 
VRVS:

The Virtual Room Videoconferencing System (VRVS) is a unique, globally scalable next-generation system for real-time collaboration by small workgroups, medium and large teams engaged in research, education and outreach. VRVS creates its network connections through a series of remotely configured ‘reflectors’, of which nearly 100 have been installed worldwide. VRVS is geared towards single user-to-user sessions, with almost any PC or laptop being viable for running conferences with an appropriate webcam and headset. Extra equipment allows VRVS to function in a ‘room-based’ environment, but there are no standards for building such a facility. The VRVS infrastructure provides multi-platform, multi-protocol support and bridging capabilities to H.323 MCU and Access Grid, a factor which is one of the primary motivations for their development roadmap. 
5. Current Position:
The University of Glasgow currently runs two AG nodes. Computing Services has an AG node built in to its existing H.323 installation (using the same cameras, microphones etc) in the James Watt North Building, mainly for development and overflow. This facility is run by Steven Jack. The main facility is housed at the National e-Science Centre based in the Kelvin Building. This is a custom built AG-only room which is run by John Watt and Anthony Stell primarily for e-Science research collaboration, but is being used by many people for less regular meetings – the Department of Chemistry, HATII and the Particle Physics Group all use the AG for infrequent meetings. Starting in September 2005, the NeSC AG facility will be temporary home to the Scottish Universities Physics Alliance lectures which will run graduate courses in Physics during the first two terms. 
There have been very few network issues with multicast, although this may change if more local nodes are established. A typical AG session generates >2Mb/s which may put strain on local connections. These problems have not arisen in any significant way since deployment. 

6. Implications:

6.1 Benefits:

Access Grid – 


Forward looking technology. Ability to tie future Grid applications/visualisations/data sharing directly into AG session.


Globus security provides reliable authentication information.


High number of participating sites with multiple video feeds, plus other data channels provides true group-group interactions. (NeSC Glasgow has had meetings involving 14 remote sites, each with at least 3 video channels + audio with little adverse effect)

VRVS-

Ease of installation and maintenance – any PC can be VRVS end point (or reflector). Reflectors are installed remotely by VRVS team.


Elegant firewall solution – only one TCP/UDP port required for communication with reflector.


Provides streaming facility.

6.2 Disadvantages:

Access Grid – 


Dedicated operator support is required for initial start-up. Especially if the meeting utilises any extra applications such as IGPix or Distributed Power Point (DPPT)


Multicast deployment and high bandwidth may cause problems with local routers/connections and at worse, with other campus users. Mobile PIGs may be difficult to accommodate on multicast.

Installation and maintenance costs may be high, particularly if hardware fails.
VRVS – 


Interfacing to other VC technologies, although possible, is not trivial and will require operator configuration.


Picture and sound quality are not optimal, especially when viewed through AG. 

One badly configured bit of hardware can affect the whole conference. (usually audio)

No Telcon support or session recording facility. 

